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Introduction

HDBSCAN* is a clustering algorithm for exploratory data analysis.

We have to make two choices to get started:

a minimum cluster size m,

and an integer k that defines a density threshold.



Vietoris-Rips complex

A data cloud X is a finite set of points in some metric space.

For ε ≥ 0, Vε(X ) is a semi-simplicial set, with

Vε(X )n = {(x1, . . . , xn) : d(xi , xj) < ε for all i , j}
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A data cloud X is a finite set of points in some metric space.

For ε ≥ 0, Vε(X ) is a semi-simplicial set, with

Vε(X )n = {(x1, . . . , xn) : d(xi , xj) < ε for all i , j}

di : Vε(X )n → Vε(X )n−1

(x1, . . . , xn) 7→ (x1, . . . , x̂i , . . . , xn)



Path components

Vε(X )0 is just the set X .

Say x ∼ y if there are x1, . . . , xk ∈ X with

d(x , x1) < ε, d(xi , xi+1) < ε, d(xk , y) < ε
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Path components

Vε(X )0 is just the set X .

Say x ∼ y if there are x1, . . . , xk ∈ X with

d(x , x1) < ε, d(xi , xi+1) < ε, d(xk , y) < ε

For example

x x1 y

Write
π0(Vε(X )) = X / ∼

Note that π0 is a functor.



Example

Say our data cloud X looks like this
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Example

3 < ε <∞



Less nice example

But, say our data cloud X looks like this



Lesnick filtration

Choose an integer k ≥ 0. Define Lε,k ⊂ Vε to be the full
subcomplex on those vertices of degree at least k .
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Lesnick filtration

Choose an integer k ≥ 0. Define Lε,k ⊂ Vε to be the full
subcomplex on those vertices of degree at least k .

√
5 < ε and k = 3



What is a cluster?

Provisional answer: a cluster is a path component of Vε (or Lε,k)
that survives for some range of ε.
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HDBSCAN*

Recall that we’ve chosen non-negative integers k and m.

Consider the poset

R≥0 = {x ∈ R : x ≥ 0}

with x ← y if x ≤ y .

Define a functor F : Rop
≥0 → Set

F (x) = {C0 : C ∈ π0(Lx ,k)}

where C0 is the set of points in the path component C .

Define G ⊂ F

G (x) = {s ∈ F (x) : |s| ≥ m} .
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Let s ∈ G (x) and t ∈ G (y). We say s ∼ t if G−1x ,y (t) = {s}, and
for all z with x ≤ z ≤ y we have |G−1z,y (t)| = 1.
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HDBSCAN*

Write S =
⊔

x∈R≥0
G (x).

If x ≤ y there is a structure map Gx ,y : G (x)→ G (y).

Let s ∈ G (x) and t ∈ G (y). We say s ∼ t if G−1x ,y (t) = {s}, and
for all z with x ≤ z ≤ y we have |G−1z,y (t)| = 1.

3 < ε <∞
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4 clusters with 1 < ε < 2

+ 2 clusters with 2 < ε < 3

+ 1 cluster with 3 < ε <∞



HDBSCAN*

In this example, S/ ∼ has seven elements:

4 clusters with 1 < ε < 2

+ 2 clusters with 2 < ε < 3

+ 1 cluster with 3 < ε <∞

There are three obvious ways to cluster this example; to choose the
best one, the algorithm assigns each cluster a score.



Scoring in HDBSCAN*

Let [s] be a cluster. For x ≥ 0, let sx be the member of [s] that
lies in G (x), or the empty set if [s] has no member in G (x).

Define a step function ŝ(x) = |sx |.

The persistence score σ of [s] is

σ([s]) =

∫ ∞
0

ŝ(x)

x2
dx .



Scoring in HDBSCAN*

Let [s] be a cluster. For x ≥ 0, let sx be the member of [s] that
lies in G (x), or the empty set if [s] has no member in G (x).

Define a step function ŝ(x) = |sx |.

The persistence score σ of [s] is

σ([s]) =

∫ ∞
0

ŝ(x)

x2
dx .

For example, let [s] be the cluster

It has persistence score

σ([s]) =

∫ 2

1

4

x2
dx = 2 .
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at smaller distance scales.



Scoring in HDBSCAN*

Let [s] be a cluster. For x ≥ 0, let sx be the member of [s] that
lies in G (x), or the empty set if [s] has no member in G (x).

Define a step function ŝ(x) = |sx |.

The persistence score σ of [s] is

σ([s]) =

∫ ∞
0

ŝ(x)

x2
dx .

The term 1
x2

means that a cluster gets a higher score for existing
at smaller distance scales.

Note that the integral ∫ ε

0

1

x2
dx

doesn’t converge for any ε > 0.



Comparing scores

Define the “points” function p

p([s]) =
∞⋃
x=0

sx ⊂ X .

Say we have clusters {[s1], . . . , [sn]}. We choose I ⊂ {1, . . . , n} to
maximize ∑

i∈I
σ([si ])

subject to the constraint that for all i , j ∈ I with i 6= j ,

p([si ]) ∩ p([sj ]) = ∅ .



Example

∑
i∈I

σ([si ]) = 4 ·
∫ 2

1

4

x2
dx = 8
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∑
i∈I

σ([si ]) = 2 ·
∫ 3

2

8

x2
dx =

8

3



Example

∑
i∈I

σ([si ]) = 1 ·
∫ ∞
3

16

x2
dx =

16

3



Example

HDBSCAN* clusters this example like this



2-dimensional persistence

Consider the poset N = {0, 1, 2, . . . } with m→ n if m ≤ n.

Then R≥0 ×N is a poset with (y ,m)→ (x , n) if x ≤ y and m ≤ n.

Define F : Rop
≥0 × Nop → Set

F (x , n) = {C0 : C ∈ π0(Lx ,n)} .



2-dimensional persistence

Consider the poset N = {0, 1, 2, . . . } with m→ n if m ≤ n.

Then R≥0 ×N is a poset with (y ,m)→ (x , n) if x ≤ y and m ≤ n.

Define F : Rop
≥0 × Nop → Set

F (x , n) = {C0 : C ∈ π0(Lx ,n)} .

This could be the starting point for a 2-dimensional clustering
algorithm, which wouldn’t require a density threshold k.

Healy and McInnes’ approach to this problem is forthcoming.

Another approach is given in [2].


